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ABSTRACT | Purpose: Natural language models and chat-
bots, particularly OpenAl’s Generative Pre-Trained Transformer
architecture, have transformed human interaction with digital
interfaces. The latest versions, including ChatGPT-40, offer
enhanced functionalities compared to their predecessors. This
study evaluates the accuracy of ChatGPT-4, ChatGPT-40, and
Claude 3.5 Sonnet in answering questions from the Brazilian
Retina and Vitreous Society certification exam. Methods: We
compiled 200 multiple-choice questions from the Brazilian
Retina and Vitreous Society 2018 and 2019 exams. Questions
were categorized into three domains: Anatomy and Physiology
of the Retina, Retinal Pathology, and Diagnosis and Treatment.
Using a standardized prompt developed according to prompt
design guidelines, we tested ChatGPT-4, ChatGPT-4o0, and
Claude 3.5 Sonnet, recording their first responses as final.
Three retina specialists performed a qualitative analysis of the
answers. Accuracy was determined by comparing responses
to the official correct answers. Statistical analysis was con-
ducted using chi-square tests and Cohen’s Kappa. Results:
Claude 3.5 Sonnet achieved the highest overall accuracy
(72.5%), followed by ChatGPT-40 (66.0%) and ChatGPT-4
(55.5%). Claude 3.5 Sonnet and ChatGPT-40 significantly
outperformed ChatGPT-4 (p<0.01 and p=0.03, respectively),
while no significant difference was observed between Claude
3.5 Sonnet and ChatGPT-40 (p=0.16). Model responses
agreed 74.5% of the time, with a Cohen’s k of 0.47. Retinal
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Pathology was the best-performing domain for all models,
whereas Anatomy and Physiology of the Retina and Diagnosis
and Treatment were the weakest domains for Claude 3.5
Sonnet and ChatGPT-4, respectively. Conclusions: This
study is the first to assess Claude 3.5 Sonnet, ChatGPT-4, and
ChatGPT-4o in retina specialist certification exams. Claude 3.5
Sonnet and ChatGPT-4o significantly outperformed ChatGPT-4,
highlighting their potential as effective tools for studying
retina specialist board exams. These findings suggest that the
enhanced functionalities of Claude 3.5 Sonnet and ChatGPT-40
offer substantial improvements in medical education contexts.
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INTRODUCTION

Large language models (LLMs) and chatbots have
become powerful tools, transforming human interaction
with digital interfaces in both professional and personal
contexts"?. LLMs, including OpenAl’s GPT, Google’s
Gemini, Claude, and Microsoft Copilot, enable advanced
chatbots to understand language context, generate
rational responses, and engage in lifelike conversations®.
ChatGPT has garnered particular attention due to its
accessibility and ability to enhance user experiences®.

In healthcare, LLMs have broad potential applications
thatmayrevolutionize patient care, research, and medical
education®. ChatGPT has been applied in scientific and
medical contexts, including writing abstracts, conducting
literature reviews, overcoming language barriers,
simplifying reports, supporting decision-making, and
assisting with discharge summaries®'?. ChatGPT has
rapidly advanced from version 3.5 to 4.0 and now to 4o.
The newer version, ChatGPT-40, integrates text and
images, accesses real-time information, maintains
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longer context windows, generates precise summaries,
and understands language more deeply. However,
comparative studies measuring its improvement over
ChatGPT-4 remain limited. Similarly, research on Claude
3.5 Sonnet’s performance in board-style questions is
scarce, with existing studies focusing mainly on image
analysis!">9.

ChatGPT has also demonstrated value in education.
Wang et al. and Dai et al. reported its effectiveness as
a coaching tool, classroom analyzer, and provider of
detailed, coherent feedback™'®. In ophthalmology,
multiple studies have reported satisfactory results using
ChatGPT to answer board-style questions7-2”. However,
studies analyzing subspecialist-level questions remain
limited. This study evaluates the accuracy of Claude
3.5 Sonnet, ChatGPT-4, and ChatGPT-40 in answering
questions from the Brazilian Retina and Vitreous Society
certification exam.

METHODS

This study did not require ethics committee approval,
as no human subjects were directly involved. All data
were obtained from publicly available sources and
contained no identifiable patient information. We
compiled 200 multiple-choice questions from the sbrv.
org website from the 2018 and 2019 exams, the only
exams publicly available from June to July 2024. Each
question had four options and no images.

Questions were categorized into three domains based
on the knowledge required: Anatomy and Physiology
of the Retina, Retinal Pathology, and Diagnosis and
Treatment.

Natural language models

GPT and Claude are generative Al models designed
to interpret and generate text, enabling human-like
dialogue. They were trained on diverse text corpora
from books, articles, and online content. By minimizing
the difference between predicted and actual words,
these models generate coherent text according to
instructions®"??. ChatGPT-40 offers enhanced func-
tionality, including multimodal capabilities and
improved personalization®. This study compared
ChatGPT-4, ChatGPT-40, and Claude 3.5 Sonnet to assess
their accuracy in answering questions from the Brazilian
Retina and Vitreous Society exam.
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Prompt design

A standardized prompt was used for all models:
“You are a retina specialist taking a certification exam
in retinal specialization. Only one option is selected
as the best choice. Provide the letter corresponding
to the correct option, followed by explaining why this
is the correct answer.” Questions were presented in
Brazilian Portuguese. The prompt was refined according
to established prompt design guidelines to ensure clarity
and minimize ambiguity®®. Pilot tests confirmed prompt
clarity.

Qualitative analysis

Three Brazilian Retina and Vitreous Society-certified
ophthalmologists (R.C., L.N., and R.T.) analyzed
all correctly answered questions. Responses were
categorized into five qualitative levels:

1. Extremely incorrect: Completely wrong, with no
correct parts.

2. Partially incorrect: Mostly wrong, with a few
correct parts.

3. Neutral/ambiguous: Balanced correctand incorrect
elements, or unclear.

4. Partially correct: Mostly correct, with minor errors
or omissions.

5. Extremely correct: Entirely correct, covering all
relevant aspects.

Data collection

The first response from each model was recorded as
its answer. The interaction was reset after each question
to avoid bias from previous responses. Answers were
classified as correct or incorrect based on the official
exam answers.

Brazilian Retina and Vitreous Society exam
requirements

The exam consists of 100 multiple-choice questions.
Candidates have five hours to complete it and must
achieve a minimum score of 50% to pass. Eligibility
requires completion of an ophthalmology residency and
a two-year fellowship in Retina and Vitreous.

Statistical analysis

The primary outcome was model accuracy, calculated
by comparing each model’s selected answer with the
correct answer provided by the Brazilian Retina and
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Vitreous Society. Chi-square tests were used to assess
differencesinaccuracybetween ChatGPT-4,ChatGPT-4o,
and Claude 3.5 Sonnet across all questions and
within each domain. Fleiss’ Kappa measured interrater
agreement between the three models and among the
three graders. The Kruskal-Wallis H-test, with Dunn-
Bonferroni post-hoc analysis, compared the distribution
of qualitative classification scores across the models. All
statistical analyses were performed using Stata Statistical
Software Release 18 (StataCorp LLC, 2023).

RESULTS

As of June 2024, the Brazilian Retina and Vitreous
Society had made 200 questions available online.
The overall accuracy was 55.5% for ChatGPT-4,
66.0% for ChatGPT-40, and 72.5% for Claude 3.5
Sonnet. Both ChatGPT-40 and Claude 3.5 Sonnet
significantly outperformed ChatGPT-4 (p=0.03 and
p<0.01, respectively), while no significant difference
was observed between ChatGPT-4o0 and Claude 3.5
Sonnet (p=0.16; Table 1).

In the 2018 exam, accuracies were 53.0% for
ChatGPT-4, 67.0% for ChatGPT-40, and 67.0% for
Claude 3.5 Sonnet. ChatGPT-40 and Claude 3.5 Sonnet
significantly outperformed ChatGPT-4 (p=0.04; Table 1).

For the 2019 exam, ChatGPT-4 achieved 58.0%,
ChatGPT-40 66.0%, and Claude 3.5 Sonnet 78.0%.
Claude 3.5 Sonnet significantly outperformed ChatGPT-4
(p<0.01) but not ChatGPT-40 (p=0.06). No significant
difference was observed between ChatGPT-40 and
ChatGPT-4 (p=0.24; Table 1).

Fleiss’ k among the three models was 0.44, indicating
moderate agreement. Figure 1 presents a Venn diagram
of correctly answered questions. Of 200 questions, 90
were correctly answered by all three models. Claude
3.5 Sonnet uniquely answered 20 questions correctly,

Table 1. Overall Accuracy per Domain

while ChatGPT-40 and ChatGPT-4 uniquely answered
11 and five questions, respectively. In pairwise overlaps,
Claude 3.5 Sonnet and ChatGPT-40 shared 25 correct
answers not captured by ChatGPT-4; Claude 3.5 Sonnet
and ChatGPT-4 shared 10; ChatGPT-40 and ChatGPT-4
shared 6. Thirty-three questions were missed by all
models.

Accuracy by domain was also assessed: Anatomy
and Physiology of the Retina, Retinal Pathology, and
Diagnosis and Treatment. In the 2018 exam (Figure 2),
Retinal Pathology was the best-performing domain for
Claude 3.5 Sonnet (74.3%) and ChatGPT-4 (65.7%),
while Anatomy and Physiology of the Retina was top
for ChatGPT-40 (77.8%). No statistically significant
differences were observed across domains (p>0.05).

In the 2019 exam (Figure 3), Diagnosis and Treatment
was the most accurate domain for Claude 3.5 Sonnet
(78.6%), while Retinal Pathology remained highest for
ChatGPT-4 (63.4%) and ChatGPT-40 (73.2%). Claude
3.5 Sonnet significantly outperformed ChatGPT-4
in Diagnosis and Treatment (p=0.01), while other
domain comparisons showed no significant differences
(p>0.05).

Overall, Retinal Pathology was the best-performing
domain for all three models (Figure 4). Claude 3.5
Sonnet (70.4%) significantly outperformed ChatGPT-4
(49.0%) in Diagnosis and Treatment (p<0.01). No other
statistically significant differences were observed.

The qualitative analysis included 388 correct
responses (111 from ChatGPT-4, 132 from ChatGPT-
40, and 145 from Claude 3.5 Sonnet), resulting in 1,164
evaluations by three specialists. Evaluators classified two
as “Neutral or ambiguous,” 137 as “Partially correct,”
and 1,025 as “Extremely correct” (Table 2). Fleiss’ Kappa
among graders was 0.054, indicating slight agreement,
mainly due to clustering in two categories.

Total Number of Correctly Answered Questions by Each Model (Percentage Shown in Parentheses)

p-value p-value p-value
Claude 3.5 GPT-4° GPT-4 GPT-4° vs. (GPT-4 vs. (GPT-40 vs.
Exam n (%) n (%) n (%) GPT-4) Claude 3.5)* Claude 3.5)*
2018 (100 Questions) 67 (67.0) 67 (67.0) 53 (53.0) 0.04 0.04 1
2019 (100 Questions) 78 (78.0) 66 (66.0) 58 (58.0) 0.24 <0.01 0.06
Overall 145 (72.5) 132 (66.0) 111 (55.5) 0.03 <0.001 0.16

2Chi-square test.

Combined accuracy of Claude 3.5 Sonnet, ChatGPT-40, and ChatGPT-4 across the three domains—Anatomy and Physiology of the Retina, Retinal Pathology, and Diagnosis and
Treatment—using results from the 2018 and 2019 exams. Bars represent the percentage of correctly answered questions for each model within each domain. Retinal Pathology was the
best-performing domain for all three models. Claude 3.5 Sonnet (70.4%) significantly outperformed ChatGPT-4 (49.0%) in the Diagnosis and Treatment domain (p<0.01). No other
statistically significant differences were observed between models across the domains (p>0.05).
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Claude 3.5 Sonnet ChatGPT-40

ChatGPT-4

33

Figure 1. Venn diagram of correct answers by Claude 3.5 Sonnet,
ChatGPT-40, and ChatGPT-4. This Venn diagram illustrates the correct
answers provided by Claude 3.5 Sonnet, ChatGPT-40, and ChatGPT-4.
The left circle represents Claude 3.5 Sonnet, the top circle represents
ChatGPT-40, and the bottom circle represents ChatGPT-4. Overlapping
areas indicate questions correctly answered by more than one model,
with the central overlap showing questions correctly answered by
all three models. Numbers outside the overlapping areas represent
questions correctly answered by only one model. The number outside
all circles represents questions not correctly answered by any model.

The Kruskal-Wallis H-test revealed a significant
difference in qualitative classification across models
(p<0.001). Post-hoc Dunn-Bonferroni analysis showed
Claude 3.5 Sonnet received significantly higher ratings
than ChatGPT-40 (p<0.001) and ChatGPT-4 (p<0.001),
due to a greater proportion of “Extremely Correct”
responses. No significant difference was observed
between ChatGPT-40 and ChatGPT-4 (p=0.57).

DISCUSSION

In this study, we evaluated the accuracy of Claude
3.5 Sonnet, ChatGPT-4, and ChatGPT-40 in answering
200 questions from the Brazilian Retina and Vitreous
Society Retina Specialist Certification Exam. To our
knowledge, this is the first study to assess language
model performance on a retina specialist certification
exam and the first to directly compare ChatGPT-4,
ChatGPT-40, and Claude 3.5 Sonnet on ophthalmology
board-style questions.

Our results indicate that ChatGPT-40 and Claude
3.5 Sonnet achieved significantly higher accuracy
than ChatGPT-4. The models demonstrated moderate
agreement, reflecting consistency in predictions.
However, a substantial number of questions were
not correctly answered by any model, highlighting
opportunities for refinement and alternative approaches.
Importantly, all models met the minimum 50% accuracy
threshold required for human candidates to pass the
Brazilian Retina and Vitreous Society exam.
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Figure 2. Accuracy per domain in the 2018 exam. Accuracy of Claude 3.5 Sonnet, ChatGPT-4o0,
and ChatGPT-4 across the three domains—Anatomy and Physiology of the Retina, Retinal Patho-
logy, and Diagnosis and Treatment—in the 2018 exam. Bars represent the percentage of correctly
answered questions for each model within each domain. No statistically significant differences
were observed between the models across the domains (p>0.05).
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2019 Exam: Comparison per Domain
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Figure 3. Accuracy per domain in the 2019 exam. Accuracy of Claude 3.5 Sonnet, ChatGPT-4o0,
and ChatGPT-4 across the three domains—Anatomy and Physiology of the Retina, Retinal Patho-
logy, and Diagnosis and Treatment—in the 2019 exam. Bars represent the percentage of correctly
answered questions for each model within each domain. Claude 3.5 Sonnet significantly outperformed
ChatGPT-4 in the Diagnosis and Treatment domain (p=0.01), while other differences were not statis-
tically significant (p>0.05).

Overall: Comparison per Domain
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Figure 4. Overall accuracy per domain. Combined accuracy of Claude 3.5 Sonnet, ChatGPT-40, and
ChatGPT-4 across the three domains—Anatomy and Physiology of the Retina, Retinal Pathology, and
Diagnosis and Treatment—using results from the 2018 and 2019 exams. Bars represent the percentage of
correctly answered questions for each model within each domain. Retinal Pathology was the best-performing
domain for all three models. Claude 3.5 Sonnet (70.4%) significantly outperformed ChatGPT-4 (49.0%)
in the Diagnosis and Treatment domain (p<0.01). No other statistically significant differences were
observed between models across the domains (p>0.05).
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Table 2. Distribution of Qualitative Response Ratings for Each Model

Qualitative Grading Distribution of Responses
Across Large Language Models

Response Ratings Claude 3.5 GPT-4° GPT-4
Extremely incorrect 0 0 0
Partially incorrect 0 0 0
Neutral or ambiguous 0 1 1
Partially correct 18 59 60
Extremely correct 417 336 272

The table summarizes the distribution of qualitative ratings for responses generated
by Claude 3.5 Sonnet, ChatGPT-40, and ChatGPT-4. Responses were classified into
five categories: extremely incorrect, partially incorrect, neutral or ambiguous, partially
correct, and extremely correct. The table presents the total number of responses in each
category, highlighting the models’ qualitative performance in providing accurate and
well-explained answers.

The qualitative analysis provided additional insights
into performance differences. Claude 3.5 Sonnet
consistently produced higher-quality responses. The
Kruskal-Wallis H-test revealed significant differences
in response ratings among the models (p<0.001), and
post-hoc Dunn-Bonferroni tests confirmed that Claude
3.5 Sonnet received significantly more “Extremely
Correct” ratings compared with ChatGPT-40 (p<0.001)
and ChatGPT-4 (p<0.001). This suggests that Claude
3.5 Sonnet is particularly effective for tasks requiring
a deeper understanding of medical concepts, making
it well-suited as a study tool for retina specialist
certification exams.

Across the three domains—Anatomy and Physiology
of the Retina, Retinal Pathology, and Diagnosis and
Treatment—the models performed comparably. Retinal
Pathology was the best-performing domain for all
models, likely due to the factual nature of the questions
and the extensive coverage of retinal pathology in the
models’ training data. Claude 3.5 Sonnet and ChatGPT-
40 were comparatively weaker in Anatomy and
Physiology of the Retina, while Diagnosis and Treatment
was the weakest domain for ChatGPT-4. Notably, Claude
3.5 Sonnet outperformed ChatGPT-4 in the Diagnosis
and Treatment domain, likely reflecting its advanced
architecture and ability to synthesize information from
medical texts.

Previous studies on LLM performance in retina-
related questions are limited. Mihalache et al. reported
poor performance of ChatGPT-3.5 on 166 retina-related
questions from the OphthoQuestions database, with the
modelfailingto answerany correctly®. In contrast, Taloni
etal. reported higher accuracies for ChatGPT-3.5(75.8%)

6 Arg Bras Oftalmol. 2026;89(2):e2025-0113

and ChatGPT-4 (78.9%) on American Academy of Oph-
thalmology self-assessment questions®. Our study
extends these findings by focusing on subspecialty-level
questions specifically designed for board certification,
which are more challenging than those intended for
recent ophthalmology residency graduates.

Despite the promising results, LLM limitations must
be acknowledged, particularly in healthcare contexts.
These models operate as “black boxes”, often providing
answers without transparent reasoning or references,
and are prone to generating fabricated information
(hallucinations)®¢29. Future research should explore
mechanisms to mitigate these limitations.

This study has additional limitations. Only two
exam years (2018 and 2019) were publicly available,
restricting the sample size. Model performance might
vary with a larger or more diverse question set, and
domain comparisons may reach statistical significance
with additional data. Rapidly evolving LLM versions
suggest that future accuracy could surpass current
results. Some exam questions may have been included
in model training data, limiting generalizability, though
the consistency of our results with other studies
suggests minimal impact. Lastly, LLM responses cannot
be directly compared to human performance, affecting
interpretation.

In conclusion, this study provides the first comparative
assessment of generative language models on retina
specialist certification exams. Claude 3.5 Sonnet and
ChatGPT-40 demonstrated superior accuracy and
response quality, highlighting their potential as valuable
tools in medical education and specialist training.
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