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ABSTRACT | This article systematically reviewed 327 docu-
ments in the core collection of the Web of Science database 
regarding ChatGPT applications in the writing domain. This 
study aimed to comprehensively assess the latest progress and 
potential applications. ChatGPT demonstrates significant poten-
tial in overcoming writing anxiety, improving writing efficiency,  
generating initial scientific papers, and assisting researchers and 
students in giving feedback. However, it still faces significant 
challenges in data accuracy and the ethics of generated content, 
including inaccurate or outdated information, plagiarism 
risks, gender or race biases, etc. Authorship verification is 
particularly important for academic writing and publishing as 
it relates to objectivity, accuracy, and fairness. Future studies 
need to explore how to address these challenges through 
improvements at the technical and policy levels, ensuring that 
ChatGPT promotes the sustainable development and application 
of academic writing while adhering to ethical standards.

Keywords: ChatGPT; Writing; Authorship; Ethics; Data accuracy; 
Plagiarism; Students; Bias

INTRODUCTION
Since the inception of ChatGPT, there has been in-

creased interests in the potential impact across various 
sectors(1-3). This surge has catalyzed extensive research 
by scholars from domestic and international spheres, 
transcending far beyond the boundaries of computer 
science(4) to encompass disciplines such as education 
and psychology, with a particular focus on the realm of 
academic writing.

ChatGPT, with its impressive contextual understan-
ding and coherent dialogue capabilities, is a revolutio-
nary writing aid for authoring academic articles(5). It 
can become a valuable tool and transform the writing 
process(6). In a global postdoctoral survey by Nature, 
approximately one-third of respondents utilized artifi-
cial intelligence (AI) for refining texts, writing code, or 
organizing literature(7).

Despite its immense potential, it still faces challen-
ges, such as authorship issues, data inaccuracies, and 
biases(4). Addressing ethical and legal concerns while 
maintaining academic integrity and data reliability is 
crucial. This article analyzed ChatGPT applications for 
the past 2 years, focusing on research hotspots and 
concerns. By examining research trends, this article 
unveiled the practical applications of ChatGPT in the 
writing domain and provided constructive suggestions 
for future development.

METHODS

Research aims

This scoping review aimed to appraise the empirical 
literature on the application and provide directions for 
future investigation. This review sought to explore (a) 
the landscape of studies involving ChatGPT applica-
tions, (b) the impact and consequences of studies invol-
ving AI-facilitated writing, and (c) significant challenges 
in terms of data accuracy and ethics.

Design

A systematic scoping review involves the following 
steps: (a) identification of the area of interest; (b) sys-
tematic literature search; (c) study selection, and (d) 
collation and reporting the results.

This article utilized core collections from databases 
such as Web of Science, ScienceDirect, and SpringerLink 
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using “ChatGPT”, “chatgpt”, and “chat gpt” as the core 
search terms for topic retrieval. This study selected 
journal articles, conference papers, and book citation 
index sublibraries from multiple sources, including 
SSCI, A&HCI, SCI, ESCI, CPCI, and BKCI, to ensure com-
prehensiveness and integrity. The search period was set 
from the release of ChatGPT until May 2024.

Inclusion criteria: (a) involves ChatGPT applications 
in the writing domain; (b) was published in a credible 
academic source; (c) was primary research; and (d) 
publication date is within the time range. Exclusion cri-
teria: (a) irrelevant or commentary literature; (b) out of 
the publication date range; and (c) duplicated or lack of 
focus study. Utilizing EndNote automation tools to assist 
in screening, 327 effective pieces were identified as 
analysis samples. This study focused on refining research 
hotspots and did not involve quantitative trend analysis, 
therefore, bibliometric analysis methods were not used.

RESEARCH HOT TOPICS
The academic community has shown a strong research 

interest in ChatGPT applications across multiple writing 
domains. These areas include, but are not limited to, 
intelligent writing, academic paper assistance, overco-
ming writing anxiety, providing immediate feedback, 
and quality assessment. Existing studies also focused on 
certain ethical and technical challenges, such as issues of 
authorship, potential errors, and inherent biases within 
algorithms.

1. Implementation of intelligent writing

ChatGPT has become increasingly important in 
scientific writing(8,9). AI-based literature search, analysis, 
and synthesis tools can assist authors in effective and 
efficient writing. Compared to humans, AI has demons-
trated higher creative potential in divergent thinking 
tests(10).

1.1. Overcoming writing anxiety

AI-driven writing assistance tools offer an interactive 
and customized approach to enhance writing skills and 
motivation(11,12), help writers overcome psychological 
barriers such as lack of motivation and writing anxiety(13), 
and explore new avenues for writing practices, proving 
their value as precious assistance tools(14,15).

Chatbots are equipped with complex algorithms and 
functionalities(16-18). ChatGPT expands students’ linguis-
tic choices, provides immediate feedback, and helps 

alleviate writing anxiety(12) and psychological stress 
during the learning process(19). It can recommend voca-
bulary and phrases and perform text rephrasing, rewriting, 
and proofreading (20) to enhance the overall quality and 
structure of writing(6). By offering a broad language 
repertoire(19,21), ChatGPT encourages students to think 
from multiple perspectives. ChatGPT incorporates an 
automatic writing evaluation system, providing meanin-
gful guidance and substantive feedback before, during, 
and after writing(15), enhancing learner motivation(13,22) 
and increasing the enjoyment of writing. Students using 
AI writing tools had higher engagement scores than 
the control group(23), and performance was superior(24),  
suggesting promising potential for stimulating motiva-
tion and capability.

For nonnative English speakers, ChatGPT is particu-
larly beneficial(25), enabling them to focus on higher-level 
thinking and essentially eliminating barriers to English 
writing.

Previous research also revealed problems, such as 
the lack of human review, overreliance, and limitations 
in language diversity. Future research could consider 
combining the strengths of AI and human review using 
ChatGPT as an assistive tool with teachers or profes-
sionals conducting final reviews and edits. Meanwhile, 
teachers should guide students to cultivate independent 
thinking and creativity. Developing more diverse lan-
guage models can meet the needs of different languages 
and cultures.

1.2. Content generation, feedback, and revision

ChatGPT aids academic writing at multiple levels by 
serving as an effective writing assistant, encompassing 
literature reviews, summaries, and detailed descrip-
tions(6,26-28); enhancing the efficiency by providing drafts, 
checking language, grammar, and spelling(29,30); offering 
guidance on academic writing form(9) and style(26); iden-
tifying potential errors, inconsistencies, or gaps in argu-
ments(26); providing instant feedback and suggestions for 
revision(31); enhancing manuscript quality(32); assisting 
in refining text(7); improving readability, clarity, and 
accuracy(33); and aiding in tasks related to formatting, 
language, and content review(6). ChatGPT effectively 
explains well-known concepts, translates between lan-
guages, adjusts text style and tone, and perfects writing 
mechanics to enhance efficiency and quality.

ChatGPT has been employed in journalism for infor-
mation analysis, content extraction, audience research, 
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automatic copywriting(34), and the generation of news 
reports, significantly reducing the creative cycle. Combi-
ned with human critique, it can elevate writing to a new 
level(6). Journalists have recognized the significant risks, 
including inaccuracies and the lack of empathy.

Previous research showed shortcomings, particularly 
in in-depth analysis, personalized services, creativity 
enhancement, ethics, and privacy protection. Future 
research must evaluate AI feedback effects multidimen-
sionally, develop personalized and customized services, 
enhance creativity and stylistic diversity under AI assis-
tance, strengthen ethics and privacy protection, and 
gain a deeper understanding of human writing behavior 
through interdisciplinary collaboration.

1.3 Assisting in scientific paper writing

ChatGPT assists in vocabulary selection and structure 
organizing, the generated text is formal and objective, 
and readability is enhanced(35). ChatGPT aids researchers 
in shortening the time for data analysis and publication 
of scientific knowledge(36), and identifying research 
questions and significance(25). ChatGPT contributes to 
better expressing human thoughts and perspectives(37), 
allowing intellectual efforts to focus more on critical 
thinking and analytical writing(20,38) rather than merely 
expending energy on forming preliminary ideas.

Researchers also frequently utilize ChatGPT to pre-
dict development trends in specific scientific fields(1), 
achieve efficient literature search and information ex-
traction, identify research gaps and data training, and 
monitor the latest publications(39). ChatGPT assists in 
analyzing qualitative data(40), rapidly processing large 
qualitative datasets, and saving researchers’ time.

ChatGPT creates high-quality conference summaries 
using virtual datasets without apparent errors(41). It sim-
plifies lengthy documents, reduces repetition, polishes 
or assists scientists with limited English skills by offering 
language advice, and increases participation in global 
academic dialogue(42-44). It can even enable nonscientists 
to write satisfactory papers and handle reviewers’ com-
ments(45), with some editorials or letters written using 
ChatGPT already published(46). Comparison with baseline 
models indicates text authenticity and verifiability, re-
ducing factual errors(47).

Most studies focused on improving writing styles, 
although the potential role of AI in promoting scientific 
innovation and theoretical construction, ethics, and re-
liability has been insufficiently explored. How researchers 

interact with ChatGPT and how this interaction affects 
the writing process and outcomes are lacking.

Subsequent research should concentrate on esta-
blishing ethical guidelines and legal frameworks for 
using AI to assist scientific writing. Furthermore, desig-
ning long-term tracking studies to evaluate the impact 
of ChatGPT on the research ecosystem is essential. 
Continuous optimization of ChatGPT algorithms to re-
duce the generation of incorrect information, enhance 
its accuracy and reliability within specialized fields, and 
protect sensitive data of individuals and institutions are 
the key directions for future research.

1.4. Peer review capabilities

ChatGPT assists in initial screening, identifying po-
tential issues related to ethics, integrity, or quality(37), 
providing rapid feedback, detecting possible defects, 
alleviating the burden on human reviewers, and acce-
lerating publication time(48,49). ChatGPT consistently 
follows preset standards and guidelines, reducing the 
subjective biases and variability that human reviewers 
might introduce. Research showed that the perspectives 
raised by ChatGPT align with those of human reviewers, 
with overlap existing(50), and it can handle reviewer 
comments in 55% of the cases(45). Controlled experi-
ments also indicated that writing feedback generated by  
ChatGPT is indistinguishable from experts.

ChatGPT lacks the professional knowledge to assess 
the scientific validity or accuracy of complex research 
outcomes, has difficulties vetting highly specialized 
scientific topics(51), exhibits omissions and biases(50), 
and struggles to produce precise information in fields 
where little research exists(52). The level of review articles 
written by ChatGPT is insufficient to meet expert needs. 
Half of the population expresses ethical concerns about 
plagiarism(53) in scientific research. It further narrows the 
scholarly knowledge space, hinders the expression of 
diverse ideas, and impairs the integrity of the academic 
environment monitoring function(54).

The automation of the peer review process is far from 
reality. It cannot simply replace the tangible and emotio-
nal quality of human experience. Some scholars insisted 
on strictly prohibiting its usage in the peer review (55).  
Research showed that peer reviewers can only identify 
63% of the abstracts written by ChatGPT, misjudging 
them as genuine(8). Relying solely on naturalness, fluency, 
and writing patterns, reviewers cannot distinguish the 
differences, and some content may include intellectual 
property without explicit permission or proper citation.
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Scholars have not fully assessed ChatGPT applica-
tions in peer review on the academic publishing ecosys-
tem, including impacts on academic quality, innovation, 
and knowledge dissemination. How to ensure transpa-
rency, fairness, and auditability of AI applications and 
how to better combine human reviewers’ intuition, ex-
perience, and ethical judgment while ensuring the effi-
cacy of AI technology are crucial. Comparative studies 
on the adaptability and effectiveness of AI in different 
academic research types are still insufficient, and issues 
regarding the ownership of intellectual property, origi-
nality, and academic misconduct prevention will be the 
direction of future research efforts.

2. Authorship controversy

ChatGPT’s authorship has been a hot topic since 
its inception. Several publications have already listed 
ChatGPT as an author(45). However, many papers have 
been retracted due to authorship disputes, reflecting 
widespread misunderstandings, misuse, or abuse of 
authorship standards at various levels. The academic 
community is working on comprehensive guidelines  
aimed at thoroughly assessing the impact of ChatGPT 
and others on scholarly writing(56) and further clarifying 
the criteria for defining authorship.

2.1. Consensus and disagreements in the 
academic world

Some studies indicated that ChatGPT’s technical 
skills are comparable to human authors(35,57), and its 
rights, privileges, and responsibilities should be recog-
nized. Some publications have already listed ChatGPT 
as an author(45). The National Institutes of Health (NIH) 
and the American Heart Association policy mandate the 
disclosure of ChatGPT use in submissions (professional.
heart.org.2024), taking full responsibility for the inte-
grity and authenticity of all generated content(55). The 
National Science Foundation encourages submitters 
to state whether and how generative AI were used in 
developing proposals(58). The ACL 2023 Artificial Intelli-
gence Writing Assistance Policy (https://2023.aclweb.
org/blog/ACL-2023-Policy/) provides specific guidance 
on using generative AI models. The authors should cle-
arly disclose the use of AI-assisted technology before 
submissions(59) and establish limits to address potential 
risks, ensuring accuracy and scientific integrity, rather 
than outright condemning or prohibiting their use in 
scholarly articles.

Although most scholars acknowledge ChatGPT’s 
capabilities in writing, they doubt its validity, especially 
in medical literature(60,61). ChatGPT can just serve as an 
assistant for paper writing and editing or style and lan-
guage improvement(44).

ChatGPT is found copying others’ intellectual output(62), 
fabricating references in alarming numbers, lacking ac-
countability and integrity of scientific papers(63), lacking 
human rationality and responsibility associated with 
authorship(64), and potentially endangering scientific 
diversity. It cannot meet the fourth recommendation of 
the International Committee of Medical Journal Editors 
regarding authorship and assume the ethical and legal 
responsibilities associated with its contributions(43).

Some scholars also addressed issues such as con-
tribution level(63), transparency in the publication pro-
cess(60), data or other content’s compliance with aca-
demic integrity(43), whether it can meet the authorship 
responsibility expectations, and take responsibility for 
the claims made(65), clearly stating that ChatGPT cannot 
be listed as an author.

Scholars base their views on ChatGPT’s increasing 
prevalence and competence or focus on plagiarism, lack 
of novel perspectives, human rationality, and responsi-
bility associated with authorship. These factors conflict 
with authorship and may endanger academic writing, 
scientific diversity, and the integrity of academic pu-
blishing. Specific roles, responsibilities, and obligations 
ChatGPT should assume to ensure the data integrity and 
authenticity of its generated content should be set.

2.2. Academic ethics and standards for 
authorship

There has been extensive discussion and various 
policies regarding recognizing authorship in academic 
publishing. JAMA(57), Nature, Springer Nature(60), SAGE(66), 
Frontiers(67), Taylor & Francis(68), and Wiley(69) have all 
placed restrictions, considering ChatGPT inconsistent 
with journal standards for authors(6). Science has banned 
its use(43,70), and The Lancet Digital Health has adopted 
a similar stance. The World Association of Medical Edi-
tors, considering the JCMJE standards, also negates its 
valid authorship(71). The policy of the Proceedings of the 
National Academy of Sciences (PNAS) holds the same 
stance (https://www.pnas.org/post/update/PNAS-policy-
-for-ChatGPT-generate-AI); otherwise, it constitutes 
scientific misconduct (https://www.science.org/content/
page/science-journals-editorial-policies).
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Nature has expressed concerns about scientific trans-
parency, even labeling it a threat(60). ChatGPT has lost its 
authorship status in at least one paper. The publishing 
industry calls for clearer policies and guidelines to regu-
late AI, strengthen fact-checking processes(72), and adopt 
advanced AI detectors to identify fraudulent use.

Internationally, academic conferences such as the 
International Machine Learning Conference banned 
papers containing content generated by ChatGPT. Edu-
cational institutions such as the University of Massa-
chusetts Amherst have explicitly prohibited students 
from using ChatGPT without teacher supervision. The 
Oxford University Press has also issued guidance sta-
tements. Regions such as New York have implemented 
blocking measures against ChatGPT. The NIH expressly 
prohibits the use in the peer review process, claiming it 
violates confidentiality regulations and arouses expert 
and contextual biases(73).

Several aspects, including effectively integrating AI 
tools to enhance the efficiency and quality of academic 
research while ensuring ethics and transparency, remain 
unaffected. More empirical studies are needed to assess 
the positive and negative effects of AI tools in academic 
writing and formulate more comprehensive and specific 
usage guidelines.

3. Ethics and challenges in intelligent writing

ChatGPT applications in writing also trigger a se-
ries of ethical issues and challenges. These challenges 
include content authenticity, data accuracy, bias, and 
academic integrity violations.

3.1. Data errors and deviation

Scholars pointed out that ChatGPT shows significant 
deficiencies in handling tasks requiring critical thinking 
and professional depth, lacking personalized and in-depth 
insights into specific fields(47). The accuracy and reliabi-
lity of manuscripts are questioned, with research indi-
cating that these texts may contain misleading and inac-
curate information(62). The content output by ChatGPT 
is often influenced by the quality of its training data(74), 
which may lead to information bias(50), spurious data(75), 
and data privacy infringement, affecting its overall relia-
bility. The OpenAI website acknowledges that ChatGPT 
responses may not be evidence-based.

If users do not provide sufficiently specific requests, 
AI will assume their requirements, citing fictitious refe-
rences, raising concerns about credibility(57), and posing 

challenges for detection. Copyright infringement still 
occurs. Therefore, data verification and correction by 
professionals become particularly crucial.

ChatGPT performs inadequately when asked to 
answer profound questions, often making errors in 
reasoning and facts, demonstrating limitations(76), or 
giving meaningless answers, incorrect information, 
lacking originality and innovation, further limiting its 
application in academic research. ChatGPT may lack the 
professional knowledge to assess the scientific validity 
or accuracy of complex research outcomes, facing diffi-
culties reviewing highly specialized scientific topics(51), 
especially in generating specific local experimental 
details and analyzing professional data(77).

3.2. Bias and plagiarism

ChatGPT is not objective or neutral but a powerful 
tool legitimized by Western automation and efficiency 
logic(78), potentially producing discriminatory outputs. 
Data used by ChatGPT may lead to overt or covert bia-
sed outputs, reinforce biases(18), or perpetuate existing 
biases and inequalities.

Numerous studies have shown that inherent gender, 
racial, and other biases cause AI to reproduce social 
inequalities and injustices(79). Researchers from the Uni-
versity of California Berkeley Computer Lab discovered 
biases against nonmale and non-White scientists(80), with 
outputs potentially using racist and sexist language.

Linguistic bias is also a key challenge(81). ChatGPT is 
trained to follow English instructions, inappropriately 
embedding Western values(60) possibly providing unfair 
or discriminatory arguments or advice to queries from 
different cultures and/or languages. Nonnative English 
speakers face a higher frequency of manuscript revision 
compared to native English speakers(82). The prevalent 
use of socially biased language in recommendation let-
ters written with the help of ChatGPT is a longstanding 
issue, particularly in academic medicine and medical 
education(83), warranting cautious treatment.

Answers and texts generated by ChatGPT are beco-
ming increasingly indistinguishable from those produ-
ced by humans(84). Even if researchers do not intend to 
plagiarize, the likelihood of ChatGPT generating langua-
ge that is too similar to already published works could 
lead to unintentional plagiarism(18).

ChatGPT also creates false but realistic datasets, which 
plagiarism detection software may fail to identify(75), 
raising concerns about the consistency and accuracy 
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of AI plagiarism checks(17) and worries about ChatGPT  
research integrity(8,35,43). Eight universities, including 
Oxford and Cambridge, have confirmed that using 
ChatGPT to complete assignments constitutes academic 
misconduct(85). The Future of Life Institute has also called 
for a pause in Gen-AI development to buy time for envi-
sioning and safeguarding an AI-driven future.

3.3. Academic integrity challenges

Some scholars have expressed concerns about 
ChatGPT’s potential to undermine academic integrity. 
Inaccuracy, irrelevance, specific knowledge deficiency, 
and lack of original insights remain. Scholars also ex-
pressed concerns about academic interiority principles 
by educational institutions(19,20).

Excessive reliance on ChatGPT could potentially lead 
to the homogenization of writing styles and thought 
processes(14), resulting in a decline in critical thinking 
and creative writing abilities(86), causing learning losses 
and violating academic integrity principles(14,15). Misin-
formation and biases could mislead students, harming  
knowledge practices and scientific progress(87). ChatGPT’s 
recommendations might result in inaccurate and varied 
writing styles(22), making it challenging for teachers to 
distinguish, threatening educational equity and acade-
mic integrity(12,79).

ChatGPT fabricates research data or results to meet 
funding or publication requirements(88). Some scholars 
believe it will exacerbate financial sustainability, peer 
reviewer shortages, and global equity in the publishing 
industry(89). To address these issues, experts actively 
seek ways to benefit without compromising the ethics 
of peer review(48). Journals using AI in academic papers 
should implement strict guidelines and rigorously assess 
the validity of AI-generated content to limit its misuse.

Cautious and creative adoption of ChatGPT in higher 
education is crucial. It is essential to involve students, 
teachers, policymakers, technology developers, and 
other stakeholders in reviewing and developing stra-
tegies(90). Responsible and ethical solutions must be 
sought to address identified issues and risks. Teachers 
can update writing tasks and assessment criteria, em-
phasizing critical thinking and creativity. The effective, 
ethical, and responsible use of ChatGPT in writing can 
be promoted through collective efforts.

DISCUSSION
As one of the most advanced language generation 

models, ChatGPT has demonstrated immense potential 

and value in writing. This study gained a comprehen-
sive understanding of the ChatGPT application status 
in the writing domain by systematically reviewing and 
analyzing relevant studies in the Web of Science database. 
Despite some doubts and challenges, the future develop-
ment direction remains full of hope and opportunity.

Enhanced intelligence. Future research should 
focus on further optimizing algorithms and models 
using data from various sources and underrepresented 
groups, conducting regular audits(91), adjusting and re-
training models when biases are detected(89), continuous 
monitoring and iterative improvements, filtering out 
false or biased mechanism, and establishing stronger 
assessment and regulatory mechanisms to ensure the 
reliability of sources, information quality, and unbiased 
performance of ChatGPT.

Improving semantic understanding, creativity, and 
logic will enable ChatGPT to capture the author’s in-
tentions more accurately and generate appropriate and 
logical content according to the user’s writing habits, 
style preferences, and demand differences. Promoting 
algorithm optimization and data accumulation will 
further enhance generation efficiency and quality to 
meet writing needs in different scenarios. Emphasizing 
interaction with users, strengthening human-machine 
interaction and real-time feedback, adjusting output 
content, and including editing, proofreading, summari-
zing, and other functions are crucial.

Strengthening ethical and legal frameworks. In 
the face of issues such as authorship verification, data 
errors, biases, and privacy protection, future research 
and development need to strengthen the construction 
of ethical and legal frameworks to ensure that while 
improving writing efficiency, data accuracy and acade-
mic integrity are guaranteed. More attention should be 
paid to the transparency and explainability of models, 
enabling users to understand the AI decision-making 
process and ensuring the ethical and responsible use 
of chatbots(92) by establishing stricter ethical guidelines 
and standards, developing effective identity verification 
mechanisms, and emphasizing the importance of res-
ponsible research that follows ethical, transparent, and 
evidence-based standards.

Academic responsibility clarification. The aca-
demic community needs to establish sound frameworks 
and guidelines(26) to ensure that AI does not obscure the 
essence of human creativity(51). Researchers must verify 
and correctly cite information sources to avoid plagia-
rism(89). Establishing ethical writing practices, strict re-
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view processes, and raising awareness of the responsible 
use of AI are crucial for minimizing the risk of plagiarism.

Clear author responsibility, academic publishing, and 
peer review policies and standards ensuring fairness, 
transparency, and accountability are necessary to maintain 
the safety of the entire publishing ecosystem(55). AI is 
expected to change peer review by altering participant 
functions and interactions(77,93). By strengthening data 
protection, content review, and correction mechanisms, 
intellectual property rights are ensured and comply with 
academic integrity, ethics, and legal requirements.

The responsibility for detecting text written by AI 
lies solely with editors and journals/publishers(94), who, 
as scientific authors and researchers, should rigorously 
examine research findings and enhance their accuracy 
in identifying and exposing predatory journals(95). To im-
prove peer review transparency, blockchain technology 
may be introduced to make the entire review process 
publicly traceable, combining quantitative metrics with 
qualitative evaluations to form a more comprehensive 
academic evaluation system.

Multilingual interaction and collaboration. 
ChatGPT and its derivative technologies can support 
the generation of multilingual texts. It is necessary to 
overcome language limitations and biases, promote 
global knowledge sharing, and drive technological pro-
gress and cultural development. Intelligently adjusting 
language style and habits to suit users from different 
cultural backgrounds can enhance the efficiency and 
quality of cross-cultural communication. By building an 
open and inclusive platform that encourages the sharing 
of technical challenges and optimizes user experiences, 
a positive interaction can be fostered, promoting sus-
tainable ChatGPT development in the field of writing.

Although ChatGPT applications still face many  
challenges in writing, their immense potential cannot be 
overlooked. Through continuous research and technolo-
gical innovation, there is reason to believe that ChatGPT 
and its future iterations will improve writing efficiency, 
promote knowledge dissemination, and stimulate crea-
tive thinking.
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